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Abstract. We describe an algorithm to count the number of distinct real zeros of a polynomial (square) system \( f \). The algorithm performs \( O(\log(nD\kappa(f))) \) iterations (grid refinements) where \( n \) is the number of polynomials (as well as the dimension of the ambient space), \( D \) is a bound on the polynomials’ degree, and \( \kappa(f) \) is a condition number for the system. Each iteration uses an exponential number of operations. The algorithm uses finite-precision arithmetic and a major feature in our results is a bound for the precision required to ensure the returned output is correct which is polynomial in \( n \) and \( D \) and logarithmic in \( \kappa(f) \). The algorithm parallelizes well in the sense that each iteration can be computed in parallel time polynomial in \( n, \log D \) and \( \log(\kappa(f)) \).

1 Introduction

In recent years considerable attention was put on the complexity of counting problems over the reals. The counting complexity class \( \#P_R \) was introduced [20] and completeness results for \( \#P_R \) were established [3] for natural geometric problems notably, for the computation of the Euler characteristic of semialgebraic sets. As one could expect, the “basic” \( \#P_R \)-complete problem consists of counting the real zeros of a system of polynomial equations.

Algorithms for counting real zeros have existed since long. One such algorithm follows from the work of Tarski [25] on quantifier elimination for the theory of the reals. Its complexity is hyperexponential. Algorithms with improved complexity (doubly exponential) were devised in the 70s by Collins [5] and Wütrich [27]. A breakthrough was reached a decade
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later with the introduction of the critical points method by Grigoriev and Vorobjov [13, 12] which uses exponential time. Algorithms counting connected components (and hence, in the zero-dimensional case, solutions) based on this method can be found in [14, 16], and in the straight-line program model of computation in [1]. These algorithms parallelise well in the sense that one can devise versions of them working in parallel polynomial time when an exponential number of processors is available. The #P completeness of the problem strongly indicates that this is the best we can hope for.

All the algorithms mentioned above are “symbolic algorithms.” They have been devised upon the premise that no perturbation or round-off error is present. Were this not the case, it is not difficult to see that errors would accumulate quite badly. Roughly speaking, these algorithms construct some object of exponential size on which some basic computation (e.g., linear algebra) is eventually performed. A question is posed, can one devise “numerical algorithms” (maybe iterative, which need not terminate for ill-posed inputs) with a better behavior viz the accumulation of round-off errors? For the problem of deciding the existence of (or computing) a zero of a polynomial system such algorithms were given in [8, 6, 18].

The goal of this article is to describe and analyze a numerical algorithm for zero counting. We will do so by developing appropriate versions of the tools used in [8, 6].

Let $d_1, \ldots, d_n \in \mathbb{N}$ and $d = (d_1, \ldots, d_n)$. We will denote by $\mathcal{H}_d$ the space of polynomial systems $f = (f_1, \ldots, f_n)$ with $f_i \in \mathbb{R}[X_0, \ldots, X_n]$ homogeneous of degree $d_i$.

Zero rays of polynomial systems $f \in \mathcal{H}_d$ are associated to pairs of zeros $(-\zeta, \zeta)$ of the restriction $f|_{S^n}$ of $f$ to the $n$-dimensional unit sphere $S^n \subset \mathbb{R}^{n+1}$. Thus, it will be convenient to consider a system $f \in \mathcal{H}_d$ as a (central symmetric, analytic) mapping of $S^n$ into $\mathbb{R}^n$. If we denote by $Z(f) = \{\zeta \in S^n : f(\zeta) = 0\}$ the zero-set of $f$ in $S^n$ then the number $\#_R(f)$ of zero rays of the system $f$ is half the cardinality of $Z(f)$.

In this paper we describe a finite-precision algorithm computing $\#_R(f)$, given $f \in \mathcal{H}_d$. To analyze its complexity and accuracy, besides the number $n$ of polynomials, we will rely on two more additional parameters. One is $D = \max_{i \leq n} d_i$. The other is a condition measure $\kappa(f)$ for the system $f$. We will describe this measure in detail in Section 2 below. We will also let $S = \max S_i$ where $S_i$ is the number of non-zero coefficients of $f_i$. Note that $S$ is bounded by a simple expression in terms of $n$ and $D$, namely, $S = (\frac{n+D}{D})$. Yet, we will express dependancy on $S$ since this may be relevant for the case of sparse systems of polynomials. Our main result is the following.

**Theorem 1.1.** There exists an iterative algorithm which, with input $f \in \mathcal{H}_d$, 

1. Returns $\#_R(f)$.
2. Performs $\mathcal{O}(\log(nD\kappa(f)))$ iterations and has a total cost (number of arithmetic operations) of
   $$\mathcal{O}\left(\log(nD\kappa(f))(n+1)^2 \left(\frac{2(n+1)D^2\kappa(f)^2}{\alpha_*}\right)^2\right),$$
   where $\alpha_* \approx 0.0384629388 \ldots$ is a universal constant.
3. Can be well-parallelized in the sense that it admits a parallel version running in time
   $$\mathcal{O}(n^2 \ln(nD\kappa(f))(\ln(nD\kappa(f))^2 + \ln(\alpha_*)))$$
   with a number of processors exponential in this quantity.
Can be implemented with finite precision (both versions, sequential and parallel). The running time remains the same (with $\alpha_\ast$ replaced by $\alpha_\ast \approx 0.028268 \cdots$) and the returned value is $\#_\mathbb{R}(f)$ as long as the machine precision (i.e., the round-off unit) $u$ satisfies
\[ u \leq \frac{1}{O(D^{2}n^{5/2}k(f)^{3}(\log S + n^{3/2}D^{2}k(f)^{2}))}. \]

It can be modified to return, in addition and for each real zero $\zeta \in S^n$ of $f$, an approximate zero $x$ of $f$ in the sense that Newton's iteration, starting at $x$, converges to $\zeta$ quadratically fast.

**Remark 1.2.** (i) A system $f$ for which arbitrarily small perturbations may change the value $\#_\mathbb{R}(f)$ is considered *ill-posed* in our context since for arbitrarily small machine precisions finite precision algorithms may return an incorrect value. Consequently, the condition number $\kappa(f)$ is infinite in these cases (and only then). This happens when $f$ has multiple real zeros and, in particular, when $f$ has infinitely many real zeros. In these cases the algorithm of Theorem 1.1 may not halt.

(ii) Numerical algorithms compute functions $\varphi$ on real data. Error analysis for algorithms computing (vectors of) real numbers —i.e. for which the image of $\varphi$ has non-empty interior— are usually expressed in terms of bounds for the relative error of the computed quantities. That is, for data $d$, bounds in
\[ \frac{\|\varphi\(d\) - f1(\varphi\(d\))\|}{\|\varphi\(d\)\|} \]
where $f1(\varphi\(d\))$ is the vector actually computed with finite precision. This relative error varies continuously with $d$ and depends on the condition of $d$ and on the precision $u$. Such a form of analysis, however, becomes meaningless when computing quantities taking a finite number of values. Indeed, if $R_a$ denotes the set of input data $d$ for which $\varphi\(d\) = a$ the following happens. When $d$ is in the interior of $R_a$ we have that the relative error above is 0 for sufficiently small $u$. In contrast, when $d$ is on the boundary of $R_a$, that error may remain constant for all $u > 0$. Because of this, error analysis for this kind of discrete-valued problems has a different form, as in Theorem 1.1. One bounds how small $u$ needs to be to guarantee a correct answer. Such a bound, needless to say, also depends on the condition of the data $d$. Examples of this type of analysis can be found in [4, 6, 7, 8]. In each of these references a condition number for the problem at hand occurs in the error analysis. We note that the one in [6] is essentially our $\kappa(f)$.

The rest of the paper is organized as follows. In Section 2 we describe the basic objects we will deal with as well as fixing the notation. In Sections 3 and 4 we prove the two technical results our algorithm relies on. In Section 5 we describe the algorithm under the assumption of infinite precision and we prove parts (1), (2), and (3) of Theorem 1.1. The geometric ideas making the algorithm work are best seen in this context. Section 6 then describes the necessary modifications to make the algorithm work as well under finite precision. These modifications are simple and can be summarized by saying that we relax a bit the inequalities tested in the algorithms to make room for the finite-precision errors to fit in.

## 2 Preliminaries

Denote by $\mathcal{H}_d$ the subspace of $\mathbb{R}[X_0, \ldots, X_n]$ of homogeneous polynomials of degree $d$. Then, $\mathcal{H}_A = \mathcal{H}_{d_1} \times \cdots \times \mathcal{H}_{d_n}$. 
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If \( g \in \mathcal{H}_d \) we write
\[
g(X) = \sum_J g_J X^J
\]
where \( J = (J_0, \ldots, J_n) \) is assumed to range over all multi-indices such that \(|J| = \sum_{k=0}^n J_k = d\), \( X^J = X_0^{J_0} X_1^{J_1} \cdots X_n^{J_n} \) and \( g_J \in \mathbb{R} \). Multinomial coefficients are defined by:
\[
\binom{d}{J} = \frac{d!}{J_0! J_1! \cdots J_n!}.
\]
The space \( \mathcal{H}_d \) is endowed with the inner product
\[
\langle g, h \rangle = \sum_{|J|=d} \frac{g_J h_J}{\binom{d}{J}}
\]
which gives rise to the norm \( \|g\| = \sqrt{\langle g, g \rangle} \). These norms, for \( d_1, \ldots, d_n \), induce a norm in \( \mathcal{H}_d \) by taking for \( f = (f_1, \ldots, f_n) \in \mathcal{H}_d \):
\[
\|f\| = \|(f_1, \ldots, f_n)\| = \max_{1 \leq i \leq n} \|f_i\|.
\]
Let \( O(n + 1) \) be the orthogonal group. The inner product above is known to be \( O(n + 1) \)-invariant: for all \( Q \in O(n + 1) \) and all \( g, h \in \mathcal{H}_d \),
\[
\langle g \circ Q, h \circ Q \rangle = \langle g, h \rangle.
\]
(This is a direct consequence of [26, III-7] or [2, Theorem 1 p. 218], by considering \( O(n + 1) \) as subgroup of \( U(n + 1) \)). The associated norm \( \|f\| \) on \( \mathcal{H}_d \) is therefore also \( O(n + 1) \)-invariant. We will use this norm on \( \mathcal{H}_d \) all along this paper. For \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) we recall that \( \|x\|_2 = (x_1^2 + \cdots + x_n^2)^{1/2} \) and \( \|x\|_\infty = \max\{|x_1|, \ldots, |x_n|\} \). We will often denote \( \|x\|_2 \) simply by \( \|x\| \).

For \( f \in \mathcal{H}_d \) and \( x \in S^n \) define
\[
\mu_{\text{norm}}(f, x) = \|f\| \sqrt{n} \left\| Df(x)_{T_x S^n}^{-1} \begin{bmatrix} \sqrt{d_1} & \sqrt{d_2} & \cdots & \sqrt{d_n} \end{bmatrix} \right\|	ag{1}
\]
where \( Df(x)_{T_x S^n} \) is the restriction to the tangent space of \( x \) at \( S^n \) of the derivative of \( f \) at \( x \) and the norm is the spectral norm, i.e. the operator norm with respect to \( \| \|_2 \). We now define the condition number \( \kappa(f) \) of \( f \in \mathcal{H}_d \):
\[
\kappa(f) = \max_{x \in S^n} \min \left\{ \mu_{\text{norm}}(f, x), \frac{\|f\|}{\|f(x)\|_\infty} \right\}.
\]

Remark 2.1. The quantity \( \kappa(f) \) is closely related to other condition numbers for similar problems.

A version of the quantity \( \mu_{\text{norm}}(f, \zeta) \) was introduced in [21, 22, 23] (see also [2, Chapter 12]) for a complex polynomial system \( f \) and a zero \( \zeta \) of \( f \) in the complex unit sphere \( S^n_\mathbb{C} \subset \mathbb{C}^{n+1} \). The normalized condition number of such a system \( f \) was then defined to be
\[
\mu_{\text{norm}}(f) := \max_{\zeta \in S^n_\mathbb{C}, |f(\zeta)| = 0} \mu_{\text{norm}}(f, \zeta).
\]
\[
(2)
\]
Actually, the version of $\mu_{\text{norm}}(f, \zeta)$ introduced in [21, 22, 23] differs from (1) in the fact that $\|f\|$ is defined as $(\sum \|f_i\|^2)^{1/2}$ (and there is no $\sqrt{n}$ factor). It is bounded above by the expression in (1).

Over the reals, the right-hand side in (2) may not be well-defined since the zero set of $f$ may be empty. In [8] real systems were considered (as in the present paper) and an algorithm deciding feasibility of $f$ (i.e., whether $f$ has a real zero) was proposed. Its complexity was analyzed in terms of a condition number, which, using our notation and modulo minor details, is defined as follows

$$
\begin{cases}
\min_{\zeta \in S^n} \mu_{\text{norm}}(f, \zeta) & \text{if } f \text{ is feasible} \\
\max_{\zeta \in S^n} \frac{\|f\|}{\|f(\zeta)\|_{\infty}} & \text{if } f \text{ is infeasible}.
\end{cases}
$$

Note the use of min (instead of max) in the first line above. This is due to the fact that the time needed for the algorithm in [8] to detect the existence of a zero depends on the best conditioned zero of $f$. The existence of other, poorly conditioned (or even singular), zeros of $f$ is irrelevant.

Shortly after, the algorithm in [8] was extended to an algorithm which would, in addition and if $f$ is feasible, return a zero of $f$ [6]. The complexity of this extension was studied in terms of a condition number (denoted $\varrho(f)$ in [6]) which, essentially, coincides with our $\kappa(f)$.

**Proposition 2.2.** For all $f \in \mathcal{H}_d$, $\kappa(f) \geq 1$.

**Proof.** Let $x \in S^n$. Because of orthogonal invariance, we may assume without loss of generality that $x = e_0 := (1, 0, \ldots, 0)$.

It is then immediate that $\|f(x)\|_{\infty} \leq \|f\|$. This shows that the second expression in the definition of $\kappa$ is at least 1.

For the first expression, i.e., $\mu_{\text{norm}}(f, x)$, define $g = (g_1, \ldots, g_n) \in \mathcal{H}_d$ by $g_i(X) = f_i(X) - f_i(e_0)X_0^d$. Then $g(e_0) = 0$ and [2, Corollary 3 p. 234], $\mu_{\text{norm}}(g, e_0) \geq 1$ (this is shown for the version of $\mu_{\text{norm}}$ with the 2-norm for $\|f\|$, which is bounded above by the expression (1)). Since $Df(e_0) = Dg(e_0)$ and $\|g\| \leq \|f\|$, we can conclude $\mu_{\text{norm}}(f, e_0) \geq \mu_{\text{norm}}(g, e_0) \geq 1$. 

\[5\]

## 3 The exclusion Lemma

In this article, $d(\cdot, \cdot)$ denotes the Riemannian (angular) distance in $S^n$ (which satisfies $0 \leq d(x, y) \leq \pi$, $\forall x, y \in S^n$) and for $x \in S^n$, $r > 0$, we set $B(x, r) := \{y \in S^n : d(y, x) < r\}$ and $\overline{B}(x, r) := \{y \in S^n : d(y, x) \leq r\}$.

The following result can be used to support an exclusion test.

**Lemma 3.1.** Let $f \in \mathcal{H}_d$ and let $x, y \in S^n$ such that $d(x, y) \leq \sqrt{2}$. Then,

$$
\|f(x) - f(y)\|_{\infty} \leq \|f\|\sqrt{D} d(x, y)
$$

In particular, if $f(x) \neq 0$, there is no zero of $f$ in $B(x, \min\{\|f(x)\|_{\infty}/(\|f\|\sqrt{D}), \sqrt{2}\})$. 
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PROOF. An immediate consequence of the definition of the $O(n + 1)$-invariant inner product is that $\mathcal{H}_d$ endowed with this inner product is a reproducing kernel Hilbert space [9, Prop. 2.21]. This implies that, for all $g \in \mathcal{H}_d$ and $x \in \mathbb{R}^{n+1}$,

$$g(x) = \langle g(X), (x^T X)^{1/2}g \rangle.$$ (3)

Because of orthogonal invariance, we can assume that $x = e_0$ and $y = e_0 \cos \theta + e_1 \sin \theta$, where $\theta = d(x, y)$. Equation (3) implies that

$$f_i(x) - f_i(y) = \langle f_i(X), (x^T X)^{d_i} \rangle - \langle f_i(X), (y^T X)^{d_i} \rangle = \langle f_i(X), (x^T X)^{d_i} - (y^T X)^{d_i} \rangle$$

$$= \langle f_i(X), X_0^{d_i} - (X_0 \cos \theta + X_1 \sin \theta)^{d_i} \rangle.$$ (4)

Hence, Cauchy-Schwarz-Bunyakowsky implies:

$$|f_i(x) - f_i(y)| \leq \|f_i\| \|X_0^{d_i} - (X_0 \cos \theta + X_1 \sin \theta)^{d_i}\|.$$ (5)

Since

$$X_0^{d_i} - (X_0 \cos \theta + X_1 \sin \theta)^{d_i} = X_0^{d_i}(1 - (\cos \theta)^{d_i}) + \sum_{k=1}^{d_i} \binom{d_i}{k} (\cos \theta)^{d_i-k} (\sin \theta)^k X_0^{d_i-k} X_1^k,$$

we have:

$$\|X_0^{d_i} - (X_0 \cos \theta + X_1 \sin \theta)^{d_i}\|^2 = (1 - (\cos \theta)^{d_i})^2 + \sum_{k=1}^{d_i} \binom{d_i}{k} (\cos \theta)^{2(d_i-k)} (\sin \theta)^{2k}$$

$$= (1 - (\cos \theta)^{d_i})^2 + 1 - (\cos \theta)^{2d_i}$$

$$= 2(1 - (\cos \theta)^{d_i})$$

$$\leq 2(1 - \frac{\theta^2}{2})^{d_i}$$

$$\leq 2(1 - \frac{d_i \theta^2}{2})$$

$$\leq d_i \theta^2,$$

where the inequality in line (4) is obtained from Taylor expanding $\cos \theta$ around 0, and the inequality in line (5) is due to the fact that $(1 - a)^d \geq 1 - da$ for $a \leq 1$.

We conclude that

$$|f_i(x) - f_i(y)| \leq \|f_i\| \theta \sqrt{d_i}$$

and hence

$$\|f(x) - f(y)\|_\infty \leq \|f\| \theta \sqrt{\max_i d_i}.$$ (6)

For the second assertion, we have

$$\|f(y)\|_\infty \geq \|f(x)\|_\infty - \|f(x) - f(y)\|_\infty$$

$$\geq \|f(x)\|_\infty - \|f\| \sqrt{D} d(x, y)$$

since $d(x, y) \leq \sqrt{2}$

$$> \|f(x)\|_\infty - \|f\| \sqrt{D} \|f(x)\|_\infty / (\|f\| \sqrt{D}) = 0.$$

\[ \square \]
4 The proximity Theorem

4.1 Newton and Smale

Newton iteration on the sphere $S^n$ is defined by
\[ N_f : S^n \to S^n, \quad x \mapsto N_f(x) = \exp_x \left( -Df(x)^{-1}_{|T_xS^n} f(x) \right) \]

where $\exp_x$ is the exponential map at $x$,
\[ \exp_x h = \cos(\|h\|) x + \frac{\sin(\|h\|)}{\|h\|} h. \]

Furthermore, the standard invariants of $\alpha$-theory, introduced by Smale in [24], can be defined as:
\[
\begin{align*}
\beta(f, x) &= \left\| Df(x)^{-1}_{|T_xS^n} f(x) \right\|, \\
\gamma(f, x) &= \sup_{k \geq 2} \left\| \frac{Df(x)^{-1}_{|T_xS^n} D^k f(x)_{|T_xS^n}}{k!} \right\|^{1/(k-1)}, \\
\alpha(f, x) &= \beta(f, x) \gamma(f, x).
\end{align*}
\]

Remark 4.1.

(i) It is easy to see that $\beta(f, x) = d(x, N_f(x))$.

(ii) We will not use Newton’s method in our algorithm. We are instead interested in its alpha theory which guarantees existence of zeros near points $x$ with $\alpha(f, x)$ small enough.

(iii) The Newton iteration presented above is not the iteration known as ‘projective Newton’. There is an alpha theory for that method, available in [19].

Here we use slight modifications of the quantities $\alpha, \beta$ and $\gamma$, more adapted to our purposes. We set
\[
\begin{align*}
\overline{\beta}(f, x) &:= \mu_{\text{norm}}(f, x) \frac{\|f(x)\|_{\infty}}{\|f\|}, \\
\overline{\gamma}(f, x) &:= \frac{D^{3/2}}{2} \mu_{\text{norm}}(f, x) \\
\overline{\alpha}(f, x) &:= \overline{\beta}(f, x) \overline{\gamma}(f, x).
\end{align*}
\]

The definition of $\overline{\gamma}$ is motivated by the estimate of $\gamma$ [2, Theorem 2 p. 267].
\[ \gamma(f, x) \leq \overline{\gamma}(f, x). \]

which yields the lower bound
\[ \kappa(f) \geq \max_{\zeta : f(\zeta) = 0} 2D^{-3/2} \gamma(f, \zeta). \]
We also observe that $\gamma(f, x) \geq \frac{D^3/2}{2}$ since $\mu_{\text{norm}}(f, x) \geq 1$ and that $\beta(f, x) \leq \overline{\beta}(f, x)$ since

$$
\beta(f, x) = \left\| Df(x)^{-1} f(x) \right\| \leq \sqrt{n} \|f(x)\| \left\| Df(x)^{-1} \right\| \leq \mu_{\text{norm}}(f, x) \frac{\|f(x)\|}{\|f\|} = \overline{\beta}(f, x).
$$

Therefore $\alpha(f, x) \leq \overline{\alpha}(f, x)$.  

4.2 Proximity and unicity from data at a point

**Definition 4.2.** We say that $x \in S^n$ is an approximate zero for $f$ if and only if the Newton sequence $\{x_k\}_{k \in \mathbb{N}}$, where $x_0 := x$ and $x_{k+1} := N_f(x_k)$, is defined for all $k$ and moreover

$$
d(x_k, x_{k+1}) \leq \left(\frac{1}{2}\right)^{2^{k-1}} d(x_0, x_1).
$$

The limit point $\zeta = \lim_{k \to \infty} x_k$ is a fixed point for Newton iteration and a zero of $f$. It is called the associated zero to $x$.

In what follows we denote $\sigma := \sum_{k \geq 0} 2^{-2^{k+1}} = 1.632843018 \ldots$ and we set

$$
\overline{B}_f(x) := \{ y \in S^n \mid d(x, y) \leq \sigma \overline{\beta}(f, x) \}.
$$

The main technical tool in our algorithm is provided by the following result.

**Theorem 4.3.** There exists an universal constant $\alpha_* := 0.0384629388 \ldots$ such that for all $x \in S^n$, if $\overline{\alpha}(f, x) < \alpha_*$, then

(i) $x$ is an approximate zero of $f$.

(ii) If $\zeta$ denotes its associated zero then $\zeta \in \overline{B}_f(x)$.

(iii) Furthermore, for each point $z$ in $\overline{B}_f(x)$ the Newton sequence starting at $z$ converges to $\zeta$.

4.3 Background material

**Theorem 4.4.** Let $f : S^n \to \mathbb{R}^n$ be analytic. Suppose that $f(\zeta) = 0$ and $Df(\zeta)$ is an isomorphism. Let

$$
R(f, \zeta) := \min \left\{ \pi, \frac{3 - \sqrt{7}}{2\gamma(f, \zeta)} \right\}.
$$

If $d(x, \zeta) \leq R(f, \zeta)$, then the Newton sequence $x_k = N_f(x)$ is defined for all $k \geq 0$ and $d(x_k, \zeta) \leq \left(\frac{1}{2}\right)^{2^{k-1}} d(x, \zeta)$. In particular, $\{x_k\}$ converges to $\zeta$.  
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Now let $\alpha_0 := 0.130716944\ldots$ denote the smallest positive root of the polynomial $\psi(u)^2-2u$, and $$s_0 := \frac{1}{\sigma + \frac{1-\sigma\alpha_0}{\psi(\sigma\alpha_0)^2} \left(1 + \frac{\sigma}{1-\sigma\alpha_0}\right)} = 0.103621842\ldots$$

We state the $\alpha$-Theorem for mappings [10, Theorem 1.4] for the sphere $S^n$.

**Theorem 4.5.** Let $f : S^n \to \mathbb{R}^n$ be analytic. Let $x \in S^n$ be such that $\beta(f,x) \leq s_0\pi$ and $\alpha(f,x) \leq \alpha_0$. Then the Newton sequence $x_k = N_f(x)$ is defined for all $k \geq 0$ and converges to a zero $\zeta$ of $f$. Moreover,

$$d(x_k, x_{k+1}) \leq \left(\frac{1}{2}\right)^{2k-1} \beta(f,x)$$

and

$$d(x_k, \zeta) \leq \sigma \beta(f,x).$$

Finally we introduce $\psi(u) := 1-4u+2u^2$, which is positive and decreasing for $0 < u < 1-\frac{\sqrt{2}}{2}$, and state [10, Lemma 4.3]:

**Lemma 4.6.** Let $x,y \in S^n$ with $d(x,y) < \pi$. Suppose that $Df(x)$ is nonsingular and

$$\nu := d(x,y)\gamma(f,x) < 1 - \frac{\sqrt{2}}{2}.$$ 

Then

$$\gamma(f,y) \leq \frac{\gamma(f,x)}{(1-\nu)\psi(\nu)}.$$ 

### 4.4 Proof of Theorem 4.3

Set $\nu_* := 0.0628039411\ldots$ for the only real root of the polynomial

$$\Psi(u) := (3-\sqrt{7})(1-u)\psi(u) - 4u,$$

and $\alpha_* := \frac{\nu_*}{\sigma} = 0.0384629388\ldots$. Note that $\alpha_* \leq \min\{\alpha_0, s_0\pi\}$.

Since $\gamma(f,x) \geq \frac{\sigma}{\psi(\sigma\alpha_0)}$, the hypothesis of Theorem 4.5 hold from $\alpha(f,x) \leq \overline{\alpha}(f,x) < \alpha_* \leq \alpha_0$ and $\beta(f,x) \leq \overline{\beta}(f,x) \leq \frac{\sigma\alpha(f,x)}{\psi(\sigma\alpha_0)} < \frac{\beta\alpha_0}{\psi(\alpha_0)} < s_0\pi$.

Using Remark 4.1(i) it follows that $x$ is an approximate zero of $f$, and that the associated zero $\zeta$ satisfies:

$$d(x, \zeta) \leq \sigma \beta(f,x) \leq \sigma \overline{\beta}(f,x).$$

This already proves Parts (i) and (ii) of Theorem 4.3.

We show (iii). Since $d(x,\zeta) \leq \sigma \overline{\gamma}(f,x) < \sigma s_0\pi < \pi$,

$$\nu = d(x,\zeta)\gamma(f,x) \leq \sigma \overline{\beta}(f,x)\gamma(f,x) \leq \sigma \overline{\alpha}(f,x) \leq \sigma \alpha_* = \nu_* < 1 - \frac{\sqrt{2}}{2},$$

and we can apply Lemma 4.6. Therefore

$$4\sigma \overline{\beta}(f,x)\gamma(f,\zeta) \leq 4\sigma \overline{\beta}(f,x)\gamma(f,x) \frac{1}{(1-\nu)\psi(\nu)} \leq 4\nu_* \frac{1}{(1-\nu_*)\psi(\nu_*)} = 3 - \sqrt{7}.$$
because \((1-u)\psi(u)\) decreases for \(0 < u < 1 - \frac{\sqrt{7}}{2}\), and \(\nu_*\) is a zero of \((3-\sqrt{7})(1-u)\psi(u) - 4u\). This shows, since \(2\alpha\beta(f,x) \leq \pi\), that
\[
2\alpha\beta(f,x) \leq R(f,\zeta) = \min\left\{\pi, \frac{3-\sqrt{7}}{2\gamma(f,\zeta)}\right\}.
\]

We conclude applying Theorem 4.4 to \(z \in \overline{B}_f(x)\), since
\[
d(z,\zeta) \leq d(z,x) + d(x,\zeta) \leq 2\alpha\beta(f,x) \leq R(f,\zeta).
\]
It follows that the Newton sequence \(\{z_k\}_{k \in \mathbb{N}}\) starting at \(z\) converges to \(\zeta\).

**Remark 4.7.** The hypothesis \(\{z_k\}_{k \in \mathbb{N}}\) starting at \(z\) was recently found to be redundant.

## 5 Infinite precision

### 5.1 Grids and Graphs

Our algorithm works on a grid on \(S^n\). We easily construct one by projecting onto \(S^n\) a grid on the cube \(C^n = \{y \mid \|y\|_\infty = 1\}\). We make use of the (easy to compute) bijections \(\phi : C^n \to S^n\) and \(\phi^{-1} : S^n \to C^n\) given by \(\phi(y) = \frac{y}{\|y\|}\) and \(\phi^{-1}(x) = \frac{x}{\|x\|}\).

Given \(\eta := 2^{-k}\) for some \(k \geq 1\), we consider the uniform grid \(U_\eta\) of mesh \(\eta\) on \(C^n\). This is the set of points in \(C^n\) whose coordinates are of the form \(i2^{-k}\) for \(i \in \{-2^k, -2^k + 1, \ldots, 2^k\}\), with at least one coordinate equal to 1 or \(-1\). We denote by \(G_\eta\) its image by \(\phi\) in \(S^n\). Note that, for \(y_1, y_2 \in C^n\),
\[
d(\phi(y_1), \phi(y_2)) \leq \frac{\pi}{2}\|y_1 - y_2\|_2 \leq \frac{\pi}{2}\sqrt{n+1}\|y_1 - y_2\|_\infty.
\]

Given \(\eta\) as above we associate to it a graph \(G_\eta\) as follows. We set \(A(f) := \{x \in S^n \mid \pi(f,x) < \alpha_*\}\). The vertices of the graph are the points in \(G_\eta \cap A(f)\). Two vertices \(x, y \in G_\eta\) are joined by an edge if and only if \(\overline{B}_f(x) \cap \overline{B}_f(y) \neq \emptyset\).

Note that as a simple consequence of Theorem 4.3 we obtain the following lemma.

**Lemma 5.1.**

(i) For each \(x \in A(f)\) there exists \(\zeta_x \in Z(f)\) such that \(\zeta_x \in \overline{B}_f(x)\). Moreover for each point \(z\) in \(\overline{B}_f(x)\), the Newton sequence starting at \(z\) converges to \(\zeta_x\).

(ii) Let \(x, y \in A(f)\). Then \(\zeta_x = \zeta_y \iff \overline{B}_f(x) \cap \overline{B}_f(y) \neq \emptyset\).
\[\square\]

We define \(Z(G_\eta) := \bigcup_{x \in G_\eta} \overline{B}_f(x) \subset S^n\) where \(x \in G_\eta\) has to be understood as \(x\) running over all the vertices of \(G_\eta\). Similarly, for a connected component \(U\) of \(G_\eta\), we define
\[
Z(U) := \bigcup_{x \in U} \overline{B}_f(x).
\]

**Lemma 5.2.**

(i) For each component \(U\) of \(G_\eta\), there is a unique zero \(\zeta_U \in Z(f)\) such that \(\zeta_U \in Z(U)\). Moreover, \(\zeta_U \in \bigcap_{x \in U} \overline{B}_f(x)\).
(ii) If $U$ and $V$ are different components of $G_\eta$, then $\zeta_U \neq \zeta_V$.

**Proof.** (i) Let $x \in U$. Since $x \in A(f)$, by Lemma 5.1 (i) there exists a zero $\zeta_x$ of $f$ in $\overline{B}_f(x) \subseteq Z(U)$. This shows the existence. For the second assertion and the uniqueness, assume that there exist $\zeta$ and $\xi$ zeros of $f$ in $Z(U)$. Let $x, y \in U$ be such that $\zeta \in \overline{B}_f(x)$, and $\xi \in \overline{B}_f(y)$. Since $U$ is connected, there exist $x_0 = x, x_1, \ldots, x_{k-1}, x_k := y$ in $A(f)$ such that $(x_i, x_{i+1})$ is an edge of $G_\eta$ for $i = 0, \ldots, k-1$, that is, $\overline{B}_f(x_i) \cap \overline{B}_f(x_{i+1}) \neq \emptyset$. If $\zeta_i$ and $\zeta_{i+1}$ are the associated zeros of $x_i$ and $x_{i+1}$ in $Z(f)$ respectively, then by Lemma 5.1(ii) we have $\zeta_i = \zeta_{i+1}$, and thus $\zeta = \xi \in \overline{B}_f(x) \cap \overline{B}_f(y)$.

(ii) Assume $\zeta_U = \zeta_V \in \overline{B}_f(x) \cap \overline{B}_f(y) \subseteq Z(U) \cap Z(V)$, then $x$ and $y$ are joined by an edge and belong to the same connected component. \qed

### 5.2 The infinite precision algorithm

\textbf{Count Roots}(f)

1. Let $\eta := \frac{\sqrt{2}}{\pi \sqrt{n+1}}$

2. Let $U_1, \ldots, U_r$ be the connected components of $G_\eta$

   (i) for $1 \leq i < j \leq r$

   - for all $x_i \in U_i$ and all $x_j \in U_j$, $d(x_i, x_j) > \pi \eta \sqrt{n+1}$

   and

   (ii) for all $x \in G_\eta \setminus A(f)$, $\|f(x)\|_\infty > \frac{\pi}{2} \eta \sqrt{(n+1)D} |f(x)|$

   then HALT and return $r/2$

   else $\eta := \eta/2$

   go to (1)

### 5.3 Proof of Theorem 1.1(1–3)

**Proof of Part (1)** This proof requires some arguments of convexity. We can naturally define spherical convex hulls for sets of points in $H^n$, an open half-sphere in $S^n$. If $x_1, \ldots, x_q \in H^n$ we define

$$SCH(x_1, \ldots, x_q) := Cone(x_1, \ldots, x_q) \cap S^n$$

where $Cone(x_1, \ldots, x_q)$ is the smallest convex cone with vertex at the origin and containing the points $x_1, \ldots, x_q$. Alternatively, we have

$$SCH(x_1, \ldots, x_q) = \left\{ \frac{\lambda_1 x_1 + \cdots + \lambda_q x_q}{\| \lambda_1 x_1 + \cdots + \lambda_q x_q \|} : \lambda_1, \ldots, \lambda_q \geq 0, \sum \lambda_i = 1 \right\}.$$

We will use the following fact.

**Lemma 5.3.** Let $x_1, \ldots, x_q \in H^n \subset \mathbb{R}^{n+1}$. If $\bigcap_{i=1}^q \overline{B}(x_i, r_i) \neq \emptyset$, then $SCH(x_1, \ldots, x_q) \subset \bigcup_{i=1}^q \overline{B}(x_i, r_i)$.

**Proof.** Let $x \in SCH(x_1, \ldots, x_q)$ and $y \in \bigcap_{i=1}^q \overline{B}(x_i, r_i)$. We will prove that $x \in \overline{B}(x_i, r_i)$ for some $i$.

- If $x = y$, this is obvious.
- If $x \neq y$, let $H$ be the half-space

$$H := \left\{ z \in \mathbb{R}^{n+1} : \langle z, y - x \rangle < 0 \right\}.$$
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Since \(\|x\| = \|y\| = 1\), we have \(\langle x + y, y - x \rangle = 0\), and we note that in this case, \(x + y\) determines the mid-line between \(x\) and \(y\). Moreover, since \(x \neq y\), we have \(x \in H\) since \(\langle x, y - x \rangle = \langle x, y \rangle - \|x\|^2 < \|x\| \|y\| - \|x\|^2 = 0\). Therefore the half-space \(H\) is the set of points \(z\) in \(\mathbb{R}^{n+1}\) such that the Euclidean distance \(\|z - x\| < \|z - y\|\).

On the other hand, \(H\) must contain at least one point of the set \(\{x_1, \ldots, x_q\}\) since if this were not the case, the convex set \(\text{Cone}(\text{CH}(x_1, \ldots, x_q))\) would be contained in \(\{z : \langle z, y - x \rangle \geq 0\}\), contradicting \(x \in \text{SCH}(x_1, \ldots, x_q)\). Let, therefore, \(x_i \in H\). It follows that

\[
\|x - x_i\| < \|y - x_i\|
\]

which implies

\[
d(x, x_i) < d(y, x_i) \leq r_i.
\]

We can now proceed. Assume the algorithm halts, we want to show that if \(r\) equals the number of connected components of \(G_n\), then \(\#_B(f) = \#Z(f) = r/2\). We already know by Lemma 5.2 that each connected component \(U\) of \(G_n\) determines uniquely a zero \(\zeta_U \in Z(f)\). Thus it is enough to prove that \(Z(f) \subset Z(G_n)\).

Assume that there is a zero \(\zeta\) of \(f\) in \(S^n\) such that \(\zeta\) is not in \(Z(G_n)\). Let \(B_\infty(\phi^{-1}(\zeta), \eta) := \{y \in U_\eta \mid \|y - \phi^{-1}(\zeta)\|_\infty \leq \eta\} = \{y_1, \ldots, y_q\}\), the set of all neighbors of \(\phi^{-1}(\zeta)\) in \(U_\eta\), and let \(x_i = \phi(y_i), i = 1, \ldots, q\). Clearly, \(\phi^{-1}(\zeta)\) is in the cone spanned by \(\{y_1, \ldots, y_q\}\) and hence \(\zeta \in \text{SCH}(x_1, \ldots, x_q)\).

We claim that there exists \(j \leq q\) such that \(x_j \notin A(f)\). Indeed, assume this is not the case. We consider two cases.

(a) All the \(x_i\) belong to the same connected component \(U\) of \(G_n\). By Lemma 5.2 there exists a unique zero \(\zeta_U \in S^n\) of \(f\) in \(Z(U)\) and \(\zeta_U \in \cap_i \overline{B}_f(x_i)\). We may apply Lemma 5.3 to deduce that

\[
\text{SCH}(x_1, \ldots, x_q) \subseteq \bigcup_i \overline{B}_f(x_i).
\]

It follows that, for some \(i \in \{1, \ldots, q\}\), \(\zeta \in \overline{B}_f(x_i) \subseteq Z(U)\), contradicting that \(\zeta \notin Z(G_n)\).

(b) There exist \(\ell \neq s\) and \(1 \leq i < j \leq r\) such that \(x_\ell \in U_i\) and \(x_s \in U_j\). Since condition (i) in the algorithm is satisfied, \(d(x_\ell, x_s) > \pi \eta \sqrt{n + 1}\). But, by (7),

\[
d(x_\ell, x_s) \leq \frac{\pi}{2} \sqrt{n + 1} \|y_\ell - y_s\|_\infty \leq \frac{\pi}{2} \sqrt{n + 1} (\|y_\ell - \phi^{-1}(\zeta)\|_\infty + \|\phi^{-1}(\zeta) - y_s\|_\infty) \leq \pi \eta \sqrt{n + 1},
\]

a contradiction.

We have thus proved the claim. Let then \(1 \leq j \leq q\) be such that \(x_j \notin A(f)\). Since condition (ii) in the algorithm is satisfied \(\|f(x_j)\|_\infty > \frac{\pi}{2} \eta \sqrt{n + 1} D\|f\|\). It follows from the inequality \(d(x_j, \zeta) \leq \frac{\pi}{2} \sqrt{n + 1} \eta D\) and Lemma 3.1 that \(\|f(\zeta)\|_\infty > 0\), a contradiction.

**Proof of Part (2)** We need a few lemmas.

**Lemma 5.4.** If \(\zeta_1 \neq \zeta_2 \in Z(f)\) then

\[
d(\zeta_1, \zeta_2) \geq \frac{2(3 - \sqrt{7})D^{-3/2}}{\kappa(f)}.
\]
PROOF. For \( i = 1, 2 \), using (6) and Proposition 2.2,
\[
R(f, \zeta_i) = \min \left\{ \pi, \frac{3 - \sqrt{7}}{2\eta(f, \zeta_i)} \right\} \geq \min \left\{ \pi, \frac{(3 - \sqrt{7})D^{-3/2}}{\kappa(f)} \right\} = \frac{(3 - \sqrt{7})D^{-3/2}}{\kappa(f)}.
\]

Now suppose that \( d(\zeta_1, \zeta_2) < R(f, \zeta_1) + R(f, \zeta_2) \) and choose \( x \in S^n \) such that \( d(x, \zeta_1) < R(f, \zeta_1) \) and \( d(x, \zeta_2) < R(f, \zeta_2) \). Then Theorem 4.4 implies that \( \zeta_1 = \zeta_2 \), a contradiction. \( \square \)

**Lemma 5.5.** Let \( x_1, x_2 \in G_\eta \) with associated zeros \( \zeta_1 \neq \zeta_2 \). If \( \eta \leq \frac{2(3 - \sqrt{7})D^{-3/2}}{3\pi\kappa(f)\sqrt{n+1}} \) then \( d(x_1, x_2) > \pi\eta\sqrt{n+1} \).

**Proof.** Assume \( d(x_1, x_2) \leq \pi\eta\sqrt{n+1} \). Since \( x_2 \notin \overline{B}_f(x_1) \), \( d(x_1, x_2) > \sigma\beta(f, x_1) \).

Consequently,
\[
d(x_1, \zeta_1) \leq \sigma\beta(f, x_1) < d(x_1, x_2) \leq \pi\eta\sqrt{n+1}
\]
and, similarly, \( d(x_2, \zeta_2) < \pi\eta\sqrt{n+1} \). But then,
\[
d(\zeta_1, \zeta_2) < d(\zeta_1, x_1) + d(x_1, x_2) + d(x_2, \zeta_2) < 3\pi\eta\sqrt{n+1} \leq \frac{2(3 - \sqrt{7})D^{-3/2}}{\kappa(f)}
\]
contradicting Lemma 5.4. \( \square \)

**Lemma 5.6.** Let \( x \in S^n \) such that \( x \notin A(f) \). If \( \eta \leq \frac{\alpha_{\ast}}{(n+1)D^2\kappa(f)^2} \) then \( \|f(x)\|_\infty > \frac{\sqrt{\eta\sqrt{n+1}D}\|f\|}{\alpha_{\ast}} \).

**Proof.** Since \( x \notin A(f) \) we have \( \alpha(f, x) \geq \alpha_{\ast} \). We divide the proof in two cases.

**Case I.** \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{\|f\|}{\|f(x)\|_\infty} \right\} = \frac{\|f\|}{\|f(x)\|_\infty} \)

In this case
\[
\eta \leq \frac{\alpha_{\ast}}{(n+1)D^2\kappa(f)^2} \leq \frac{\alpha_{\ast}\|f(x)\|^2_\infty}{(n+1)D^2\|f\|^2}
\]
which implies, since \( \eta \leq \frac{1}{2} < \frac{4D^2}{\pi^2\alpha_{\ast}} \),
\[
\|f(x)\|_\infty \geq \frac{\sqrt{\eta\sqrt{n+1}D}\|f\|}{\sqrt{\alpha_{\ast}}} > \frac{\pi}{2} \eta\sqrt{n+1}D\|f\|.
\]

**Case II.** \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{\|f\|}{\|f(x)\|_\infty} \right\} = \mu_{\text{norm}}(f, x) \)

In this case
\[
\eta \leq \frac{\alpha_{\ast}}{(n+1)D^2\kappa(f)^2} \leq \frac{\alpha_{\ast}}{(n+1)D^2\mu_{\text{norm}}(f, x)^2}
\]
which implies \( \alpha_{\ast} \geq \eta(n+1)D^2\mu_{\text{norm}}(f, x)^2 \). Also,
\[
\alpha_{\ast} \leq \overline{\omega}(f, x) = \frac{1}{2}\beta(f, x)\mu_{\text{norm}}(f, x)D^{3/2} \leq \frac{1}{2}\|f\|\mu_{\text{norm}}(f, x)^2D^{3/2}\|f(x)\|_\infty.
\]
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Putting both inequalities together we obtain
\[ \eta(n + 1)D^2 \mu_{\text{norm}}(f, x)^2 \leq \frac{1}{2\|f\|} \mu_{\text{norm}}(f, x)^2 D^{1/2} \|f(x)\|_{\infty} \]
or yet,
\[ \|f(x)\|_{\infty} \geq 2\eta(n + 1)D^{1/2} \|f\| > \frac{\pi}{2\eta \sqrt{(n + 1)D}}. \]

We can now conclude the proof of Part (2). Assume \( \eta \leq \frac{\alpha^*}{(n + 1)D^2 \kappa(f)^2} \). Then the hypotheses of Lemmas 5.5 and 5.6 hold. The first of these lemmas ensures that condition (i) in the algorithm is satisfied. The second, that condition (ii) is so. Therefore, the algorithm halts as soon as \( \alpha^* 2(n + 1)D^2 \kappa(f)^2 \leq \eta \leq \frac{\alpha^*}{(n + 1)D^2 \kappa(f)^2} \). This gives a bound of \( \mathcal{O}(\ln((n \kappa(f))) \) for the number of iterations. Since the number of grid points considered at this iteration \( (\eta = \frac{\alpha^*}{(n + 1)D^2 \kappa(f)^2}) \) is at most \( 2(n + 1)\left(\frac{\alpha^*}{(n + 1)D^2 \kappa(f)^2}\right)^n \), the bound for the total complexity follows.

**Proof of Parts (3) and (5)** We have already seen that the number of iterations is bounded by \( \mathcal{O}(\ln((n \kappa(f))) \). At each of these iterations, we need to perform a number of computations on the (at most) \( 2(n + 1)\left(\frac{\alpha^*}{(n + 1)D^2 \kappa(f)^2}\right)^n \) grid points to decide whether they are in \( A(f) \). These can be done independently. Then, we need to compute the number of connected components of \( G_\eta \). This can be done (see, e.g., [15]) in parallel time \( \mathcal{O}(\ln(|V_\eta|))^2 \) where \( |V_\eta| \) denotes the number of vertices of \( G_\eta \) and therefore, in parallel time at most \( \mathcal{O}(n^2 \ln(n \kappa(f))^2 + \ln(\alpha_i)^2)) \). Since this is the dominant step in the computation at a given iteration, it follows that the total parallel time consumed by the algorithm is at most \( \mathcal{O}(n^2 \ln(n \kappa(f))(\ln(n \kappa(f))^2 + \ln(\alpha_i)^2)) \). This shows part (3). For part (5), just note that, for \( i = 1, \ldots, r \), any vertex \( x_i \) of \( U_i \) is an approximate zero of the only zero of \( f \) in \( Z(U_i) \).

## 6 Finite Precision

### 6.1 Making room to allow errors

Our finite precision algorithm will be a variation of Algorithm `Count_Roots_1`. But since finite precision computations will be affected by errors, we need to make room in the infinite precision algorithm to allow them. For this aim, we state the corresponding version of Theorem 4.3.

**Theorem 6.1.** There exist a universal constant \( \alpha^* = 0.028268 \cdots \) such that, for all \( x \in S^n \), if \( \pi(f, x) < \alpha^* \), then

(i) \( x \) is an approximate zero of \( f \).

(ii) If \( \zeta \) denotes its associated zero then \( \zeta \in \overline{B}_f(x) \).

(iii) Furthermore, for each point \( z \) s.t. \( d(x, z) \leq 2\sigma \overline{B}_f(x) \) the Newton sequence starting at \( z \) converges to \( \zeta \).
Proof. Parts (i) and (ii) follow from Theorem 4.3 and the fact that \( \alpha_0 < \alpha_* \). Part (iii) is proved by taking \( \nu_0 = 0.046158 \cdots \) to be the only real root of the polynomial \( \Psi(u) := (3 - \sqrt{7})(1 - u)\psi(u) - 6u \), and \( \alpha_* = 0.028268 \). Then, one proves as in Theorem 4.3 that \( 3\sigma\beta(f, x) \leq R(f, \zeta) \) from which it follows that, for all \( z \) s.t. \( d(x, z) \leq 2\sigma\beta(f, x) \),

\[
d(z, \zeta) \leq d(z, x) + d(x, \zeta) \leq 3\sigma\beta(f, x) \leq R(f, \zeta)
\]

and hence, that the Newton sequence \( \{z_k\}_{k \in \mathbb{N}} \) starting at \( z \) converges to \( \zeta \). \( \square \)

The proofs of Lemmas 5.5 and 5.6 yield, \( \textit{mutatis mutandis} \), the following results.

Lemma 6.2. Let \( x_1, x_2 \in G_\eta \) with associated zeros \( \xi_1 \) and \( \xi_2 \), \( \xi_1 \neq \xi_2 \). If \( \eta \leq (3 - \sqrt{7})D^{-3/2} \frac{\pi\kappa(f)\sqrt{n + 1}}{n} \) then \( d(x_1, x_2) > 2\pi\eta\sqrt{n + 1} \). \( \square \)

Lemma 6.3. Let \( x \in S^n \) such that \( \alpha(f, x) > \alpha_3 \). If \( \eta \leq \frac{\pi\kappa(f)\sqrt{n + 1}}{D^2\|f\|} \) then \( \|f(x)\|_\infty > \pi\eta\sqrt{(n + 1)D}\|f\| \). \( \square \)

6.2 Basic facts

We recall the basics of a floating-point arithmetic which idealizes the usual IEEE standard arithmetic. This system is defined by a set \( \mathbb{F} \subset \mathbb{R} \) containing 0 (the \textit{floating-point numbers}), a transformation \( r : \mathbb{R} \rightarrow \mathbb{F} \) (the \textit{rounding map}), and a constant \( u \in \mathbb{R} \) (the \textit{round-off unit}) satisfying \( 0 < u < 1 \). The properties we require for such a system are the following:

(i) For any \( x \in \mathbb{F} \), \( r(x) = x \). In particular, \( r(0) = 0 \).

(ii) For any \( x \in \mathbb{R} \), \( r(x) = x(1 + \delta) \) with \( |\delta| \leq u \).

We also define on \( \mathbb{F} \) arithmetic operations following the classical scheme

\[
x \circ y = r(x \circ y)
\]

for any \( x, y \in \mathbb{F} \) and \( \circ \in \{+, -, \times, /\} \), so that

\[
\circ : \mathbb{F} \times \mathbb{F} \rightarrow \mathbb{F}.
\]

The following is an immediate consequence of property (ii) above.

Proposition 6.4. For any \( x, y \in \mathbb{F} \) we have

\[
x \circ y = (x \circ y)(1 + \delta), \quad |\delta| \leq u.
\]

\( \square \)

When combining many operations in floating-point arithmetic, quantities such as \( \prod_{i=1}^n (1 + \delta_i)^{\rho_i} \) naturally appear. Our round-off analysis uses the notations and ideas in Chapter 3 of [17], from where we quote the following results:

Proposition 6.5. If \( |\delta_i| \leq u, \rho_i \in \{-1, 1\}, \) and \( nu < 1 \), then

\[
\prod_{i=1}^n (1 + \delta_i)^{\rho_i} = 1 + \theta_n,
\]

where

\[
|\theta_n| \leq \gamma_n = \frac{nu}{1 - nu}.
\]

\( \square \)
Proposition 6.6. For any positive integer \( k \) such that \( ku < 1 \), let \( \theta_k, \theta_j \) be any quantities satisfying

\[
|\theta_k| \leq \frac{ku}{1 - ku} \quad |\theta_j| \leq \frac{ju}{1 - ju}.
\]

The following relations hold.

1. \((1 + \theta_k)(1 + \theta_j) = 1 + \theta_{k+j} \) for some \( |\theta_{k+j}| \leq \gamma_{k+j} \).

2. \[
\frac{1 + \theta_k}{1 + \theta_j} = \begin{cases} 
1 + \theta_{k+j} & \text{if } j \leq k, \\
1 + \theta_{k+2j} & \text{if } j > k.
\end{cases}
\]

   for some \( |\theta_{k+j}| \leq \gamma_{k+j} \) or some \( |\theta_{k+2j}| \leq \gamma_{k+2j} \).

3. If \( ku, ju \leq 1/2 \), then \( \gamma_k \gamma_j \leq \gamma_{\min(k,j)} \).

4. \( i\gamma_k \leq \gamma_{ik} \).

5. \( \gamma_k + u \leq \gamma_{k+1} \).

6. \( \gamma_k + \gamma_j + \gamma_k \gamma_j \leq \gamma_{k+j} \).

From now on, whenever we write an expression containing \( \theta_k \) we mean that the same expression is true for some \( \theta_k \), with \( |\theta_k| \leq \gamma_k \).

When computing an arithmetic expression \( q \) with a round-off algorithm, errors will accumulate and we will obtain another quantity which we will denote by \( \text{fl}(q) \). We write \( \text{Error}(q) = |q - \text{fl}(q)| \).

An example of round-off analysis which will be useful in what follows is given in the next proposition, the proof of which can be found in Section 3.1 of [17].

Proposition 6.7. There is a round-off algorithm which, with input \( x, y \in \mathbb{R}^n \), computes the dot product of \( x \) and \( y \). The computed value \( \text{fl}(\langle x, y \rangle) \) satisfies

\[
\text{fl}(\langle x, y \rangle) = \langle x, y \rangle + \theta_{[\log_2 n]+1}(|x|, |y|),
\]

where \( |x| = (|x_1|, \ldots, |x_n|) \). In particular, if \( x = y \), the algorithm computes \( \text{fl}(|x|^2) \) satisfying

\[
\text{fl}(|x|^2) = |x|^2(1 + \theta_{[\log_2 n]+1}).
\]

We will also have to deal with square roots and arccosinus. The following result will help us to do so.

Lemma 6.8. (i) Let \( \theta \in \mathbb{R} \) such that \( |\theta| \leq 1/2 \). Then, \( \sqrt{1 - \theta} = 1 - \theta' \) with \( |\theta'| \leq |\theta| \).

(ii) Let \( 0 < a \leq 1 \) and \( \varepsilon \in \mathbb{R} \) such that \( 0 < a + \varepsilon < 1 \). Then, \( \arccos(a + \varepsilon) = \arccos(a) + \frac{1}{\sqrt{1-(a+\varepsilon)^2}} |\varepsilon| \) with \( |\varepsilon| \leq |\varepsilon| \).

Proof. Assume \( \theta > 0 \) (if \( \theta < 0 \) it is done similarly). By the intermediate value theorem we have that \( 1 - \sqrt{1 - \theta} = \theta(\sqrt{\xi})' \) with \( \xi \in (1 - \theta, 1) \). But

\[
(\sqrt{\xi})' = \frac{1}{2\sqrt{\xi}} \leq \frac{1}{\sqrt{2}},
\]

16
the last since $\xi \geq 1/2$. This proves (i).

Part (ii) is shown similarly. Again, assume for simplicity that $\epsilon > 0$. Then, for some $\xi \in (a, a + \epsilon),\n\arccos(a + \epsilon) - \arccos(a) = \epsilon \arccos'(\xi) = \frac{\epsilon}{\sqrt{1 - \xi^2}} = \frac{\nu}{\sqrt{1 - (a + \epsilon)^2}}.

We assume that, besides the four basic arithmetic operations, we are allowed to compute square roots and arccosinus with finite precision. That is, if $\text{op}$ denotes any of these two operators, we compute $\tilde{\text{op}}$ such that

$$\tilde{\text{op}}(x) = \text{op}(x)(1 + \delta), \quad |\delta| \leq u.$$ From Lemma 6.8(i) it follows that, for all $a > 0$,

$$\sqrt{a(1 + \theta_k)} = \sqrt{a}(1 + \theta_{k+1}).$$

**Remark 6.9.** Our choice of the precision $u$ in Theorem 1.1(4) guarantees that $ku < 1/2$ holds whenever we encounter $\theta_k$ in what follows, and consequently, $|\theta_k| \leq \gamma_k \leq 2ku$. This implies that in all what follows we have $\gamma_g = O(ug)$ for all the expressions $g$ we will encounter.

According to the previous remark we will introduce a further notation that will considerably simplify our exposition. For all expression $g$, we will write

$$[g] := O(ug).$$

This notation will avoid we burden ourselves with the consideration of multiplicative constants.

### 6.3 The finite precision algorithm

Our finite precision algorithm is a variation of Algorithm Count.Roots.1 in Section 5.3. Given $x \in S^n$ we define below $\tilde{f}_1(A'(f))$ and $\tilde{f}_1(B_f(x))$, which are convenient floating versions of the sets $A'(f) = \{x \in S^n \mid \alpha(f, x) < \frac{1}{2}a^*\}$ and $B_f(y) = \{z \in S^n \mid d(x, y) \leq \frac{2}{3}\sigma\beta(f, x)\}$ respectively.

Given $f \in \mathcal{H}_d$ and $x \in S^n$, we set $M \in \mathbb{R}^{n \times n}$ be a matrix representing

$$Df(x)|_{T_xS^n}.$$ and we set $\sigma_{\min}(M) = \|M^{-1}\|^{-1}$. Therefore

$$\mu_{\text{norm}}(f, x) = \|f\|\sqrt{n}\|M^{-1}\| = \|f\|\sqrt{n}\sigma_{\min}(M)^{-1},$$

$$\beta(f, x) = \mu_{\text{norm}}(f, x)\frac{\|f(x)\|_{\infty}}{\|f\|} = \sqrt{n}\sigma_{\min}(M)^{-1}\|f(x)\|_{\infty},$$

$$\alpha(f, x) = \beta(f, x)\mu_{\text{norm}}(f, x)\frac{D^{3/2}}{2} = \|f\|n\sigma_{\min}(M)^{-2}\|f(x)\|_{\infty}\frac{D^{3/2}}{2}. $$
This implies that
\[ y \in \overline{B}_f(x) \iff d(x, y) \leq \frac{3}{2}\sigma\overline{B}(f, x) \iff \sigma_{\min}(M)d(x, y) \leq \frac{3}{2}\sigma\sqrt{n}\|f(x)\|_\infty, \]
\[ x \in A'(f) \iff \overline{a}(f, x) < \frac{\alpha}{2} \iff \|f\|n\|f(x)\|_\infty D^{3/2} < \alpha \cdot \sigma_{\min}(M)^2. \]

These statements are equivalent under infinite precision, but the expressions at the right-hand side are more convenient to handle when working with finite precision. This motivates our definitions of

\[ f1(\overline{B}_f(x)) := \left\{ y \in S^n \mid f1(\sigma_{\min}(M)d(x, y)) \leq f1\left(\frac{3}{2}\sigma\sqrt{n}\|f(x)\|_\infty\right) \right\} \]
\[ f1(A'(f)) := \left\{ x \in S^n \mid f1(\|f\|n\|f(x)\|_\infty D^{3/2}) < f1(\alpha \cdot \sigma_{\min}(M)^2) \right\} \]

We also define accordingly the graph \( f1(G'_n) \) whose vertices are the points in \( G_n \cap f1(A'(f)) \), and with two vertices \( x, y \) joined by an edge if and only if \( f1(\overline{B}_f(x)) \cap f1(\overline{B}_f(x)) \) \(!=\) \( \emptyset \). Its connected components are denoted by \( f1(U) \).

Our algorithm is the following:

\begin{enumerate}
\item \textbf{Count Roots 2}(f)
\begin{enumerate}
\item \text{let } \eta := \frac{\sqrt{\pi}}{n^3/2}
\item \text{let } f1(U_1), \ldots, f1(U_r) \text{ be the connected components of } f1(\overline{G}_n)
\item \text{if } \begin{align*}
&\text{ (i) for } 1 \leq i < j \leq r \\
&\text{ for all } x_i \in f1(U_i) \text{ and all } x_j \in f1(U_j), \ f1(d(x_i, x_j)) > f1(\frac{3}{2}\pi\eta\sqrt{n+1})
\end{align*}
\item \text{then HALT and return } r/2
\end{enumerate}
\end{enumerate}

In the rest of the section we will see that, when the precision \( u \) satisfies \( u \leq \frac{1}{C(D^{2n/3}n^{2/3}(f))^{3}(\log S+n^{3/2}D^{2n}(f)^2)^3} \), this algorithm is correct and halts as soon as \( \eta \leq \frac{1}{D^{2n}(n+1)n(f)^2}. \)

### 6.4 Bounding errors for elementary computations

The goal of this subsection is to exhibit bounds for the accumulated error in the main computations of \textbf{Count Roots 2}. We will rely on the basic notations and results described in §6.2.

To simplify notation, and without loss of generality, in all what follows we assume that \( \|f\| = 1 \). We denote by \( S(H_4) \) the sphere of such systems. Also, we do not discuss in what follows the accumulated error in the computation of \( \phi : C^n \rightarrow S^n \). This is a minor detail which can be taken care of using Lemma 6.8(i).

**Proposition 6.10.** Given \( f \in S(H_4) \) and \( x \in S^n \), we can compute \( \|f(x)\|_\infty \) with finite precision \( u \) such that

\[ \text{Error} (\|f(x)\|_\infty) = \left\lfloor D + \log S \right\rfloor \]

where \( S \) is a bound on the number of coefficients of each \( f_i \).
Proof. Let $f = (f_1, \ldots, f_n)$. For $i \leq n$ write $f_i = \sum c_j x^j$ and let $S$ be the number of coefficients of $f_i$. To compute $f(x)$ one computes each monomial $c_j x^j$ with $f_1(c_j x^j) = c_j x^j (1 + \theta_D)$. Then, one computes $f_i(x)$ to get

$$f_1(f_i(x)) = f_1(\sum c_j x^j)$$
$$= f_1(\sum c_j x^j (1 + \theta_{D}(j)))$$
$$= \sum c_j x^j (1 + \theta_{D}(j)) + \theta_{logS} \sum |c_j x^j|(1 + \theta_{D}(j))$$
$$= f_i(x) + \sum c_j x^j \theta_{D}(j) + \theta_{logS} \sum |c_j x^j|(1 + \theta_{D}(j))$$

where in the third line we reasoned as in the proof of Proposition 6.7. Therefore

$$\text{Error} (\| f(x) \|_\infty) \leq \left| \sum c_j x^j \theta_{D}(j) + \theta_{logS} \sum |c_j x^j|(1 + \theta_{D}(j)) \right|$$
$$\leq \sum |c_j| \| x^j \| (\| \gamma_D + \gamma_{logS} + \gamma_D \gamma_{logS} \|)$$

where we used that for any $x \in S^n$, $\| \sum |c_j x^j| \| \leq \sum \| |c_j x^j| \| = \| f_i \| \leq \| f \| = 1$ and Proposition 6.6 (6). The conclusion follows from Remark 6.9. □

Proposition 6.11. Given $f \in S(H_d)$ and $x \in S^n$, let $M \in \mathbb{R}^{n \times n}$ be a matrix representing

$$\begin{bmatrix}
\frac{1}{\sqrt{d_1}} & 0 & \cdots & 0 \\
0 & \frac{1}{\sqrt{d_2}} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{1}{\sqrt{d_n}}
\end{bmatrix}
Df(x)|_{T_x S^n}$$

in some orthonormal basis of $T_x S^n$. Then $\| M \| \leq \sqrt{n}$. In addition, we can compute such a matrix $M$ with finite precision $u$ such that

$$\| \text{Error} (M) \|_F = [n(\log S + D + \log n)].$$

Proof. Step 1: Let $y = \frac{x - c_{n+1}}{\| x - c_{n+1} \|}$. The Householder symmetry

$$H_y = I_{n+1} - 2yy^T$$

swaps vectors $c_{n+1}$ and $x$, and fixes $y^\perp$. The first $n$ columns of $H_y$ are therefore an orthonormal basis of $T_x S^n$, while the last column is $x$. Let $H \in \mathbb{R}^{(n+1) \times n}$ denote the submatrix obtained from the first $n$ columns of $H_y$. With that notation, we set

$$M = \begin{bmatrix}
\frac{1}{\sqrt{d_1}} & 0 & \cdots & 0 \\
0 & \frac{1}{\sqrt{d_2}} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{1}{\sqrt{d_n}}
\end{bmatrix}
Df(x)H.$$

Step 2: We claim that $P_{i,x} : H_d \rightarrow \mathbb{R}^n$, $f_i \mapsto \frac{1}{\sqrt{d_i}}Df_i(x)|_{T_x S^n}$ is an orthogonal projection, in the sense that for any fixed $x$, the map $(P_{i,x})_{ker(P_{i,x})^\perp}$ is an isometry.
We use an orthogonal invariance argument. The special orthogonal group $SO(n+1)$ acts on $\mathcal{H}_{d_i}$ and on $\mathbb{R}^{n+1}$ isometrically as follows: to a given $Q \in SO(n+1)$, we associate respectively the following isometries:

$$x \mapsto Qx , \quad f_i \mapsto f_i \circ Q^t.$$ 

We set $y = Qx$ and $g_i = f_i \circ Q^t$. Differentiating the equality $g_i(Qx) = f_i(x)$, we obtain:

$$Dg_i(y) Q = Df_i(x).$$

When $x$ is fixed, we can set $Q$ conveniently so that $y = e_{n+1}$. Therefore

$$Dg_i(e_{n+1}) Q|_{T_x S^n} = Df_i(x)|_{T_x S^n}.$$ 

Since $Q(T_x S^n) = T_{e_{n+1}} S^n$ we obtain

$$Dg_i(e_{n+1})|_{T_{e_{n+1}} S^n} = Df_i(x)|_{T_x S^n}.$$ 

This means that $P_{i,e_{n+1}}(f_i \circ Q^t) = P_{i,x}(f_i)$. Thus, in order to prove our claim, it is enough to show that $P_{i,e_{n+1}}$ is an orthogonal projection.

Since for $g = \sum_{j} g_j X^j$,

$$\frac{\partial g}{\partial X^i}(e_{n+1}) = g(e_j + (d_i - 1)e_{n+1})$$

and since $T_{e_{n+1}} S^n = \{e_1, \ldots, e_n\}$, we have that for any $g_i \in \mathcal{H}_{d_i}$,

$$P_{i,e_{n+1}}(g_i) = \frac{1}{\sqrt{d_i}} \left( g_i(e_1 + (d_i - 1)e_{n+1}),\ldots,g_i(e_n + (d_i - 1)e_{n+1}) \right).$$

Hence, for any $g_i \in \ker(P_{i,e_{n+1}}) \perp$, i.e. such that $g_i J = 0$ for all $J \neq e_j + (d_i - 1)e_{n+1}$, $1 \leq j \leq n$, we have

$$\|g_i\|^2 = \sum_J g^2_J = \|P_{i,e_{n+1}}(g_i)\|^2.$$ 

We conclude that $P_{i,x}$ is an orthogonal projection.

**Step 3:** From the previous step, for any $f_i \in \mathcal{H}_{d_i}$, using the orthogonal decomposition $f_i = f_i^0 + f_i^1$ with $f_i^0 \in \ker P_{i,x}$ and $f_i^1 \in \ker P_{i,x}^\perp$, we have

$$\|P_{i,x}(f_i)\|_F^2 = \|P_{i,x}(f_i^1)\|_F^2 = \|f_i^1\|^2 \leq \|f_i\|^2.$$ 

It is now immediate from Step 1 and from the definition of $\|f\| = \max_i \|f_i\|$ that the Frobenius norm $\|M\|_F$ of the matrix $M$ satisfies

$$\|M\|_F^2 = \sum_{i=1}^n \|P_{i,x}(f_i)\|_F^2 \leq \sum_{i=1}^n \|f_i\|^2 \leq n\|f\|^2 = n$$

and hence its spectral norm $\|M\|$ satisfies $\|M\| \leq \|M\|_F \leq \sqrt{n}$. This bound is independent of the choice of the basis for the space $T_x S^n$.

**Step 4:** We next present the algorithm to compute $M$, given $f$ and $x$. This is a non-optimal algorithm, and can be significantly improved if more is known on the structure of the polynomial system $f$.

We can compute each entry $m_{ij}$ of the matrix $M$ as the scalar product of $\frac{1}{\sqrt{d_i}} Df_i(x)$ and the $j$th column $H_j := (h_{kj})_{1 \leq k \leq n+1}$ of $H$. 
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Proceeding as in the proof of Proposition 6.10, we can compute \( \frac{1}{\sqrt{d_i}} \frac{\partial f_i}{\partial x_k} (x) \) with

\[
\text{Error} \left( \frac{1}{\sqrt{d_i}} \frac{\partial f_i}{\partial x_k} (x) \right) = \| \mathbf{D} + \log S \|.
\]

On the other hand, the vector \( y = \frac{e_n - e_{n+1}}{3 - e_{n+1}} \) can be computed using \( 2n + 4 \) operations, and clearly \( \text{Error} (y_j) = \| \log(n) \| \) for all \( j \). Hence, for all coefficients \( h_{kj} \) of \( H \),

\[
\text{Error} (h_{kj}) = \| \log(n) \|.
\]

Applying Proposition 6.7 we conclude

\[
\text{Error} (m_{ij}) = \| \mathbf{D} + \log S + \log n \| \left\| \frac{1}{\sqrt{d_i}} \mathbf{D}f_i(x) \right\| \|H_j\|\]

\[
= \| \mathbf{D} + \log S + \log n \|.
\]

The second equality holds because \( \|H_j\| = 1 \) since \( H \) is unitary, and because, as in the proof of Step 2,

\[
\left\| \frac{1}{\sqrt{d_i}} \mathbf{D}f_i(x) \right\|^2 = \left\| \frac{1}{\sqrt{d_i}} \mathbf{D}g_i(e_{n+1}) \right\|^2 = \frac{1}{d_i} \| (g_i(e_{1+(d_i-1)e_{n+1}}), \ldots, g_i(d_ie_{n+1})) \| ^2 \leq \| g_i \|^2 \leq 1.
\]

This implies

\[
\| \text{Error} (M) \|_F \leq \| n(\mathbf{D} + \log S + \log n) \|.
\]

**Lemma 6.12.** Let \( x \in S^n \) and \( M \) be as in Proposition 6.11. We can compute \( \sigma_{\min}(M) = \| M^{-1} \|^{-1} \) satisfying

\[
\text{Error} (\sigma_{\min}(M)) = [n(\log S + \mathbf{D} + n^{3/2})].
\]

**Proof.** Let \( E' = M - \mathbf{f}_1(M) \). By Proposition 6.11,

\[
\| E' \| \leq \| E' \|_F \leq \| n(\log S + \mathbf{D} + \log n) \|.
\]

Let \( \mathcal{M} = \mathbf{f}_1(M) \). We compute \( \sigma_{\min}(\mathcal{M}) = \| M^{-1} \|^{-1} \) using a backward stable algorithm (e.g., QR factorization). Then the computed \( \mathbf{f}_1(\sigma_{\min}(\mathcal{M})) \) is the exact \( \sigma_{\min}(\mathcal{M} + E'') \) for a matrix \( E'' \) with

\[
\| E'' \| \leq cn^2 u \| \mathcal{M} \|
\]

for some universal constant \( c \) (see, e.g., [11, 17]). Thus,

\[
\mathbf{f}_1(\sigma_{\min}(\mathcal{M})) = \mathbf{f}_1(\sigma_{\min}(\mathcal{M})) = \sigma_{\min} (\mathcal{M} + E'') = \sigma_{\min} (M + E' + E'').
\]

Write \( E = E' + E'' \). Then, using \( \| M \| \leq \sqrt{n} \),

\[
\| E \| \leq \| E' \| + \| E'' \| \leq \| E' \| + cn^2 u \| M \| \leq \| E' \| + cn^2 u (\| M \| + \| E' \|)
\]

\[
= \big[ n(\log S + \mathbf{D} + \log n) \big] + cn^2 u (\sqrt{n} + [n(\log S + \mathbf{D} + \log n)])
\]

\[
= \big[ n(\log S + \mathbf{D} + \log n) \big] + cn^2 u (\sqrt{n} + c' \log S + \mathbf{D} + n^{3/2})
\]

\[
= \big[ n(\log S + \mathbf{D} + n^{3/2}) \big]
\]

since the hypothesis on \( u \) implies \( c' \log S + \mathbf{D} + n^{3/2} \) is bounded by a constant term.

Therefore, \( \mathbf{f}_1(\sigma_{\min}(\mathcal{M})) = \sigma_{\min}(M + E) \) which implies by [11, Corollary 8.3.2]:

\[
\text{Error} (\sigma_{\min}(\mathcal{M})) \leq \| E \| < \| n(\log S + \mathbf{D} + n^{3/2}) \|.
\]
Proposition 6.13. Let \( f \in S(H_d) \). Assume \( u \leq \frac{K}{\kappa(f)} n^{D} \log S \) for a small enough constant and let \( x \in S^n \). Then

(i) If \( x \notin \mathcal{f}(A'(f)) \) then \( \overline{\alpha}(f, x) \geq \frac{1}{3} \alpha_{*} \).

(ii) If \( x \in \mathcal{f}(A'(f)) \) then \( \overline{\alpha}(f, x) < \alpha_{*} \).

Proof. From Proposition 6.10

\[
\mathcal{f}(n\|f(x)\|_{\infty}D^{3/2}) = (\|f(x)\|_{\infty} + [D + \log S])(nD^{3/2})(1 + \theta)
\]

\[
\leq nD^{3/2}\|f(x)\|_{\infty} + [nD^{3/2}(D + \log S)]
\]

Also, from Lemma 6.12, using that \( \sigma_{\min}(M) \leq \sqrt{n} \),

\[
\mathcal{f}(\alpha_{*}\sigma_{\min}(M)^2) = \alpha_{*}\left(\sigma_{\min}(M) + \|n(\log S + D + n^{3/2})\right)^2 (1 + \theta_2)
\]

\[
\geq \alpha_{*}\sigma_{\min}(M)^2 - 2\alpha_{*}\sigma_{\min}(M)\|n(\log S + D + n^{3/2})\|
\]

\[
\geq \alpha_{*}\sigma_{\min}(M)^2 - \|n^{3/2}(\log S + D + n^{3/2})\|
\]

Therefore,

\[
n\|f(x)\|_{\infty}D^{3/2} + [nD^{3/2}(D + \log S)] \geq \mathcal{f}(n\|f(x)\|_{\infty}D^{3/2}) \geq \mathcal{f}(\alpha_{*}\sigma_{\min}^2)
\]

\[
\geq \alpha_{*}\sigma_{\min}^2 - \|n^{3/2}(\log S + D + n^{3/2})\|
\]

or yet,

\[
n\|f(x)\|_{\infty}D^{3/2} - \alpha_{*}\sigma_{\min}^2 \geq -\|nD^{3/2}(D + \log S)] + [n^{3/2}(\log S + D + n^{3/2})])
\]

\[
\geq -nD^{5/2}\log S.
\]

Case I. \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{1}{\|f(x)\|_{\infty}} \right\} = \frac{1}{\|f(x)\|_{\infty}} \)

In this case \( \kappa(f) \geq \frac{1}{\|f(x)\|_{\infty}} \) and, therefore, using the hypothesis on \( u \) and the inequality \( \kappa(f) \geq 1 \),

\[
n^3D^{5/2}\log S \leq uO(n^3D^{5/2}\log S) \leq K\frac{O(n^3D^{5/2}\log S)}{\kappa(f)n^2D\log S}
\]

\[
\leq K\mathcal{O}(1)n\|f(x)\|_{\infty}D^{3/2} \leq \frac{n\|f(x)\|_{\infty}D^{3/2}}{2}
\]

the last by choosing \( K \) small enough. Hence, \( n\|f(x)\|_{\infty}D^{3/2} - \alpha_{*}\sigma_{\min}^2 \geq \left(\frac{n\|f(x)\|_{\infty}D^{3/2}}{2}\right) \),

which implies \( \frac{n\|f(x)\|_{\infty}D^{3/2}}{2} \geq \alpha_{*}\sigma_{\min}(M)^2 \), i.e., \( \overline{\alpha}(f, x) \geq \frac{\alpha_{*}}{3} \).

Case II. \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{1}{\|f(x)\|_{\infty}} \right\} = \mu_{\text{norm}}(f, x) \)

In this case \( \kappa(f) \geq \mu_{\text{norm}}(f, x) = \frac{1}{\sigma_{\min}(M)} \). By the hypothesis on \( u \),

\[
n^3D^{5/2}\log S \leq uO(n^3D^{5/2}\log S) \leq K\frac{O(n^3D^{5/2}\log S)}{\kappa(f)^2n^2D\log S}
\]

\[
\leq K\mathcal{O}(1)\sigma_{\min}(M)^2D^{3/2} \leq \frac{\alpha_{*}\sigma_{\min}(M)^2}{3}
\]
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the last by choosing $K$ small enough. This implies $n\|f(x)\|_{\infty}D^{3/2} - \alpha \cdot \sigma_{\min}(M)^2 \geq -\frac{2 \cdot \sigma_{\min}(M)^2}{\alpha}$ or, equivalently, $\pi(f, x) \geq \frac{2}{\alpha}$.

This shows part (i). For part (ii), one shows as above that

$$n\|f(x)\|_{\infty}D^{3/2} - \alpha \cdot \sigma_{\min}(M)^2 \leq [n^3D^{5/2} \log S].$$

Then, one proceeds as well by considering the two cases $\min \left\{ \mu_{\text{norm}}(f,x), \frac{1}{\|f(x)\|_{\infty}} \right\} = 1$ and $\min \left\{ \mu_{\text{norm}}(f,x), \frac{1}{\|f(x)\|_{\infty}} \right\} = \mu_{\text{norm}}(f,x)$.

**Lemma 6.14.** Let $y_1, y_2 \in U_n$ and let $x_i = \phi(y_i)$, $i = 1, 2$. Then $d(x_1, x_2) \geq \frac{\eta}{2 \sqrt{n+1}}$.

**Proof.** The distance $d(x_1, x_2)$ is minimized at $y_1 = (1, \ldots, 1, 1)$ and $y_2 = (1, \ldots, 1, 1-\eta)$. Let $N = n + 1$. Then

$$\cos(d(x_1, x_2))^2 = \frac{\langle y_1, y_2 \rangle^2}{\|y_1\|^2 \|y_2\|^2} = \frac{(N-\eta)^2}{N(N-2\eta + \eta^2)} = \frac{(N-1)^2}{N^2 - 2N \eta + N \eta^2} \leq 1 - \eta^2 \frac{N-1}{N^2}.$$

Hence

$$d(x_1, x_2) \geq \arccos \left( \sqrt{1 - \eta^2 \frac{N-1}{N^2}} \right) = \arcsin \left( \frac{\eta}{N} \sqrt{N-1} \right) \geq \frac{\eta}{2 \sqrt{N}}.$$

**Lemma 6.15.** Let $u < \frac{K \eta^2}{n \log n}$ for a small enough constant $K$. For $x_1, x_2 \in G_\eta$ we can compute $d(x_1, x_2)$ such that

$$\text{Error}(d(x_1, x_2)) \leq \left\lfloor \frac{\sqrt{n \log n}}{\eta} \right\rfloor.$$

**Proof.** Let $y_i = \phi^{-1}(x_i)$, $i = 1, 2$, and $a = \cos(d(x_1, x_2))$, i.e.,

$$a = \frac{\langle y_1, y_2 \rangle}{\|y_1\| \|y_2\|}.$$

We have, using Proposition 6.7,

$$f_1(\langle y_1, y_2 \rangle) = \langle y_1, y_2 \rangle + \theta_{\log n} \|y_1\| \|y_2\|$$

and $f_1(\|y_1\| \|y_2\|) = \|y_1\| \|y_2\|(1 + \theta_{\log n})$. Using now Propositions 6.4, 6.5, and 6.6, it follows that $f_1(a) = a + \varepsilon$ with $\varepsilon = \left\lfloor \log n \right\rfloor$.

By choosing $K$ sufficiently small, $\varepsilon \leq \frac{\eta^2 n}{2(n+1)}$. Also, from the proof of Lemma 6.14,

$$a = \cos(d(x_1, x_2)) \leq \sqrt{1 - \frac{\eta^2 n}{(n+1)^2}}$$
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and hence, using that $\sqrt{z} + y \leq \sqrt{z + 3y}$ whenever $0 < z, y \leq 1$, we obtain
\[ a + \varepsilon \leq \sqrt{1 - \frac{\eta^2 n}{(n+1)^2}} + \frac{\eta^2 n}{12(n+1)^2} \leq \sqrt{1 - \frac{3\eta^2 n}{4(n+1)^2}} \leq \sqrt{1 - \frac{\eta^2}{3(n+1)}}. \]

Using Lemma 6.8(ii) it follows that,
\[ \arccos(a + \varepsilon) = \arccos(a) + \varepsilon \left| \frac{1}{\sqrt{1 - (a + \varepsilon)^2}} \right| = \arccos(a) + \left\lfloor \log n \right\rfloor \left| \frac{\sqrt{3(n+1)}}{\eta} \right|. \]

Therefore,
\[ \text{Error}(d(x_1, x_2)) \leq \left\lfloor \frac{\sqrt{n} \log n}{\eta} \right\rfloor. \]

**Lemma 6.16.** Let $f \in S(H_\alpha)$. Assume that $\eta \geq \frac{\alpha_\mathcal{H}_\alpha}{\kappa(f)}$ and $u \leq \frac{D}{\nabla^2 \alpha \kappa(f)^3} S + n^3 \nabla^2 \kappa(f)^2$ with $K$ small enough, and let $x, y \in G_\eta$. Then

(i) If $y \in f(\mathcal{B}_f(x))$ then $d(x, y) \leq 2\sigma\bar{\beta}(f, x)$.

(ii) If $y \notin f(\mathcal{B}_f(x))$ then $d(x, y) > \sigma\bar{\beta}(f, x)$.

**Proof.** By Lemmas 6.12 and 6.15 (and using $\sigma_{\min}(M) \leq \sqrt{n}$ and the bound $d(x, y) \leq \frac{x}{\eta \sqrt{n+1}}$ which follows from (7)),
\[ \text{Error}(\sigma_{\min}(M)d(x, y)) = O(d(x, y)\text{Error} \left( \sigma_{\min}(M) \right) + \sigma_{\min}(M)\text{Error}(d(x, y))) \]
\[ = \eta \frac{\pi}{2} \left\lfloor n \log S + D + n^{3/2} \right\rfloor + \sqrt{n} \left\lfloor \sqrt{n} \log n \right\rfloor \]
\[ = \eta \left\lfloor n^{3/2} \log S + D + n^{3/2} \right\rfloor + \left\lfloor \frac{n \log n}{\eta} \right\rfloor \]
\[ \leq \left\lfloor n \log S + n^3 D^2 \kappa(f)^2 \right\rfloor \]
the last by the bounds on $\eta$. Also, using Proposition 6.10,
\[ \text{Error} \left( \frac{3}{2} \sigma\sqrt{n} \| f(x) \|_\infty \right) \leq \left\lfloor \sqrt{n} (D + \log S) \right\rfloor. \]

Therefore, for part (i),
\[ \sigma_{\min}(M)d(x, y) - \frac{3}{2} \sigma\sqrt{n} \| f(x) \|_\infty \]
\[ \leq f(\sigma_{\min}(M)d(x, y)) - f \left( \frac{3}{2} \sigma\sqrt{n} \| f(x) \|_\infty \right) + \left\lfloor n \log S + n^3 D^2 \kappa(f)^2 \right\rfloor + \left\lfloor \sqrt{n} (D + \log S) \right\rfloor \]
\[ \leq \left\lfloor n \log S + n^3 D^2 \kappa(f)^2 \right\rfloor + \left\lfloor \sqrt{n} (D + \log S) \right\rfloor \]
\[ = \left\lfloor n \log S + n^3 D^2 \kappa(f)^2 \right\rfloor. \]
Case I. \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{1}{\|f(x)\|_\infty} \right\} = \frac{1}{\|f(x)\|_\infty} \)

In this case \( \kappa(f) \geq \frac{1}{\|f(x)\|_\infty} \) and, therefore, by the hypothesis on \( u \),

\[
[n^{3/2} \log S + n^3 D^2 \kappa(f)^2] = O(n^{3/2} \log S + n^3 D^2 \kappa(f)^2) \frac{K}{\kappa(f)n(\log S + n^{3/2} D^2 \kappa(f)^2)} \\
\leq \frac{\sigma \sqrt{n}}{2\kappa(f)} \leq \frac{\sigma \sqrt{n \|f(x)\|_\infty}}{2}
\]

the last line by taking \( K \) small enough. This implies that \( \sigma_{\min}(M)d(x, y) \leq 2\sigma \sqrt{n \|f(x)\|_\infty} \), i.e., that \( d(x, y) \leq 2\sigma \sqrt{f(x)} \).

Case II. \( \min \left\{ \mu_{\text{norm}}(f, x), \frac{1}{\|f(x)\|_\infty} \right\} = \mu_{\text{norm}}(f, x) \)

In this case \( \kappa(f) \geq \mu_{\text{norm}}(f, x) = \frac{\sqrt{n}}{\sigma_{\min}(M)} \). By the hypothesis on \( u \)

\[
[n^{3/2} \log S + n^3 D^2 \kappa(f)^2] = O(n^{3/2} \log S + n^3 D^2 \kappa(f)^2) \frac{K}{D^2 n^{5/2} \kappa(f)^3 (\log S + n^{3/2} D^2 \kappa(f)^2)} \\
\leq \frac{\sqrt{n \alpha_*}}{48D^2(n + 1)^{3/2} \kappa(f)^3} \\
\leq \frac{\sqrt{n \eta}}{8n + 1 \kappa(f)} \leq \frac{\sqrt{n d(x, y)}}{4 \kappa(f)} \leq \frac{\sigma_{\min}(M)d(x, y)}{4}
\]

by taking \( K \) small enough and Lemma 6.14. This implies that \( \frac{3}{4}\sigma_{\min}(M)d(x, y) \leq \frac{3}{4}\sigma \sqrt{n \|f(x)\|_\infty} \), i.e., that \( d(x, y) \leq 2\sigma \sqrt{f(x)} \).

This shows part (i). Part (ii) is shown in a similar way.

Lemma 6.17. Let \( u \leq \frac{K\eta^2}{\log n} \) with \( K \) small enough and \( x_1, x_2 \in \mathcal{G}_\eta \).

(i) If \( \mathbf{f}_1(d(x_1, x_2)) \leq \mathbf{f}_1(\frac{3}{2} \pi \eta \sqrt{n + 1}) \) then \( d(x_1, x_2) \leq 2\pi \eta \sqrt{n + 1} \).

(ii) If \( \mathbf{f}_1(d(x_1, x_2)) > \mathbf{f}_1(\frac{3}{2} \pi \eta \sqrt{n + 1}) \) then \( d(x_1, x_2) > \pi \eta \sqrt{n + 1} \).

Proof. By Lemma 6.15 and the hypothesis on \( u \), we obtain

\[
\text{Error}(d(x_1, x_2)) = \left[ \frac{\sqrt{n} \log n}{\eta} \right] \leq O \left( \frac{\sqrt{n} \log n}{\eta} \right) \frac{K\eta^2}{\log n} \leq \frac{\pi}{2} \eta \sqrt{n + 1},
\]

the last by taking \( K \) small enough. Also, \( \text{Error}(\frac{3}{2} \pi \eta \sqrt{n + 1}) \leq \frac{3}{2} \pi \eta \sqrt{n + 1 + \gamma_3} \). The statement easily follows from these two bounds.

Lemma 6.18. Let \( u \leq \frac{K\eta\sqrt{nD}}{D + \log S + \eta \sqrt{nD}} \) with \( K \) small enough, \( f \in S(H_d) \) and \( x \in S^n \).

(i) If \( \mathbf{f}_1(\|f(x)\|_\infty) \leq \mathbf{f}_1(\frac{3}{2} \pi \eta \sqrt{n + 1}D) \) then \( \|f(x)\|_\infty \leq \pi \eta \sqrt{n + 1}D \).

(ii) If \( \mathbf{f}_1(\|f(x)\|_\infty) > \mathbf{f}_1(\frac{3}{2} \pi \eta \sqrt{n + 1}D) \) then \( \|f(x)\|_\infty > \frac{5}{2} \eta \sqrt{n + 1}D \).
Therefore, part (i) of the statement.

(ii) If the last by taking $z$ converges to $\zeta$ consequence of the floating following versions of Lemmas 5.1 and 5.2. Let $\eta > 0$.

\begin{align*}
\sqrt{\frac{7}{2}} \pi \eta \sqrt{(n+1)D} & \geq f_1(\sqrt{\frac{7}{2}} \pi \eta \sqrt{(n+1)D}) - [\eta \sqrt{(n+1)D}]. \\
\end{align*}

Therefore,

\[ \|f(x)\|_{\infty} - \frac{\sqrt{7}}{2} \pi \eta \sqrt{(n+1)D} \leq f_1(\|f(x)\|_{\infty}) - f_1(\frac{\sqrt{7}}{2} \pi \eta \sqrt{(n+1)D}) + [\|f(x)\|_{\infty} + \log S + \eta \sqrt{(n+1)D}] \\
\leq \|f(x)\|_{\infty} + \log S + \eta \sqrt{(n+1)D} \\
= \mathcal{O}(\|f(x)\|_{\infty} + \log S + \eta \sqrt{(n+1)D}) \frac{K \eta \sqrt{nD}}{\log S + \eta \sqrt{nD}} \\
\leq (1 - \frac{\sqrt{7}}{2}) \eta \sqrt{(n+1)D}, \]

the last by taking $K$ sufficiently small. It follows that $\|f(x)\|_{\infty} \leq \pi \eta \sqrt{(n+1)D}$ and hence, part (i) of the statement.

Part (ii) is proved similarly. \qed

### 6.5 Proof of Theorem 1.1(4): Correctness

We will show that, if $u \leq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$, and the algorithm halts with $\eta \geq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$, then the value $r/2$ returned by the algorithm is $\#R(f)$. This is a consequence of the floating following versions of Lemmas 5.1 and 5.2.

**Lemma 6.19.** Let $f \in S(H_d), \eta \geq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$, and $u \leq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$.

(i) For each $x \in f_1(A'(f))$ there exists $\zeta_x \in Z(f)$ such that $\zeta_x \in \overline{B}_f(x)$. Moreover for each point $z \in f_1(\overline{B}_f(x))$, the Newton sequence starting at $z$ converges to $\zeta_x$.

(ii) Let $x, y \in f_1(A'(f))$. Then $\zeta_x = \zeta_y \iff f_1(\overline{B}_f(x)) \cap f_1(\overline{B}_f(y)) \neq \emptyset$.

**Proof.** (i) Applying Proposition 6.13(ii), $x \in f_1(A'(f))$ implies that $\pi(f, x) < \alpha_\ast$. Therefore, by Theorem 6.1, there exists $\zeta_x \in Z(f)$ such that $\zeta_x \in \overline{B}_f(x)$. Moreover, if $z \in f_1(\overline{B}_f(x))$, by Lemma 6.16(i), $d(x, z) \leq 2\sigma_B(f, x)$ and the Newton sequence starting at $z$ converges to $\zeta_x$.

(ii) If $\zeta_x = \zeta_y$, then $\overline{B}_f(x) \cap \overline{B}_f(y) \neq \emptyset$ which implies by Lemma 6.16(ii) that there exists $z \in f_1(\overline{B}_f(x)) \cap f_1(\overline{B}_f(y))$. \qed

This immediately implies, using that $\overline{B}_f(x) \subset f_1(\overline{B}_f(x))$ by Lemma 6.16(i), the following corresponding floating version of Lemma 5.2.

**Lemma 6.20.** Let $f \in S(H_d), \eta \geq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$, and $u \leq \frac{1}{\mathcal{O}(D^{n/2} \kappa(f)^3(\log S + n^{3/2}D^2 \kappa(f)^2))}$.

(i) For each component $f_1(U)$ of $f_1(G'_\eta)$, there is a unique zero $\zeta_U \in Z(f)$ such that $\zeta_U \in Z(f_1(U))$. Moreover $\zeta_U \in \cap_{x \in f_1(U)} \overline{B}_f(x)$. 
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If \( f_1(U) \) and \( f_1(V) \) are different components of \( f_1(G'_\eta) \), then \( \zeta_U \neq \zeta_V \).

In order to show the correctness of \texttt{Count\_Roots\_2}, we only need to prove that \( Z(f) \subseteq Z(f_1(G'_\eta)) \). This easily follows adapting the proof of Part (1) in Section 5.3 to this situation, making use of Lemma 6.20 and the facts that Condition (i), \( f_1(d(x_i, x_j)) > f_1(\frac{3}{2}\pi \eta \sqrt{n + 1}) \), implies that \( d(x_i, x_j) > \pi \eta \sqrt{n + 1} \) (Lemma 6.17(ii)) and Condition (ii), \( f_1(\|f(x)\|_{\infty}) > f_1(\frac{\sqrt{2}}{2} \pi \eta \sqrt{(n + 1)D}) \), implies that \( \|f(x)\|_{\infty} > \frac{\pi}{2} \eta \sqrt{(n + 1)D} \) (Lemma 6.18(ii)).

### 6.6 Proof of Theorem 1.1(4): Complexity

We want to show that if \( \eta \leq \alpha \cdot 4D^2(n + 1)\kappa(f)^2 \) then \texttt{Count\_Roots\_2}\( (f) \) halts. Note that this means that
\[
\frac{\alpha \cdot \kappa(f)^2}{8D^2(n + 1)\kappa(f)^2} < \eta \leq \frac{\alpha \cdot \kappa(f)^2}{4D^2(n + 1)\kappa(f)^2}
\]

and hence, by § 6.5, that it correctly returns \#\( R(f) \).

Because of the hypothesis on \( \eta \), the hypotheses of Lemmas 6.2, and 6.3 are satisfied. Let \( f_1(U) \neq f_1(V) \) be different components of \( f_1(G'_\eta) \), and therefore, by Lemma 6.20, \( \zeta_U \neq \zeta_V \), and for all \( x \in f_1(U) \), \( y \in f_1(V) \), by Lemma 6.2, \( d(x, y) > 2\pi \eta \sqrt{n + 1} \) holds. This implies, by Lemma 6.17(i), that Condition (i) in \texttt{Count\_Roots\_2} is satisfied.

Consider now \( x \notin f_1(A'(f)) \). By Proposition 6.13(i), \( \varphi(f, x) \geq \frac{\pi}{2} \). This implies, by Lemma 6.3, that \( \|f(x)\|_{\infty} > \pi \eta \sqrt{(n + 1)D} \), which in turn, by Lemma 6.18(i), ensures that Condition (ii) in \texttt{Count\_Roots\_2} is satisfied. Hence, the algorithm halts.
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